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Abstract:

Google Analytics does an excellent job of monitoring and providing web metrics HTTP traffic, however, Google Analytics
doesn’t do a very good job of monitoring misbehaved traffic due to the nature of how it operates with it's use of client-side
JavaScript programming. With a small amount of configuring, the Apache HTTP Server can generate pure W3C RDF
Turtle linked data. An open-sourced program called “PipeLogger” was written to enable the Apache HTTP server to send
this RDF traffic log data to a centralized Virtuoso 6.1.7 Quad data store located on an Amazon EC2 Cloud Server instance
where it is aggregated with other Apache HTTP server’s RDF log data. Many reports can be generated through the use of
the RDF graph SPARQL query language to provide not only metrics on the well-behaved HTTP traffic, but also on
misbehaved traffic providing valuable data for systems and network security analysis. Further, the linked data is
enhanced and enriched by additional semantically linked data created or sourced from IANA, ARIN, APNIC, MaxMind, and
others to geo-locate web access for all HTTP traffic with the inclusion of Autonomous System Numbers (ASN) for ISP
identification.

Discussion

What constitutes “misbehaved” traffic? Any traffic including, but not limited to: 1) clients that refuse to run the Google
Analytic’s client-side JavaScript (which blinds Google to what is going on), 2) clients that probe a server for signature
pages/URLs in attempt to determine a site’s abilities - failed probes would never register with Google Analytics, 3)
excessive traffic possibly indicating a denial of server attack.

This type of traffic can be monitored from the Apache server itself. Many programs exist to analyze the standard Apache
logs so why convert them to RDF?

1) Other datasets (converted to RDF) can be added to the RDF log data to enrich it and provide extended analysis.

2) Multiple web sites (and VIVO's) can aggregate their logs on a central triple store further enriching the analysis of logs.
3) Leverage SPARQL for analysis of data which is inherently graph-like in nature.

Fig 1 — good traffic (http response codes <400)

Fig 2 — suspect traffic (http response codes >=400)
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SPARQL Analysis

select count(*) as ?cc where {?s a http:Request}

436,042 requests

select count(distinct ?remotehostip) where {?request sno:remotehostip ?remotehostip}
4,486 distinct ips

select distinct ?date where {?request time:inXSDDateTime ?date .

{select ?date where {?request time:inXSDDateTime ?date} order by desc(?date) limit 1} union {select ?date where {?request time:inXSDDateTime
“?date} order by asc(?date) limit 1}

2013-07-10T18:31:30-0400 (earliest log entry)
2013-08-10T14:42:34-0400 (last log entry)

select ?statusCode count(?statusCode) as ?count 2title where {graph <http:/A .W3.0rg/2011/http-st:
hittp:/ org/2011 2code . ?sccode <http://purl.org/dc/termstiitie> 2title } .
“?request http:absoluteURI ?absoluteURI; time:inXSDDateTime ?date; sno: ip ? ip; http:resp ?response .
“2response http:statusCodeValue ?statusCode filter(?code=str(?statusCode)) } group by ?statusCode ?title order by ?statusCode

odes>{?sccode

VIVOhasPHP

Figure 3 SPARQL Analysis (see SPARQL code below)

select distinct 2absoluteURI count(?absoluteURI) as ?count where {

?request http:absoluteURI ?absoluteURI; time:inXSDDateTime ?date; sno: ? no:| ip ? ip; http:resp ?
2response http:statusCodeValue ?statusCode

filter(?statusCode>=400) } group by ?absoluteURI order by desc(?count)

limit 30

T

This SPARQL query finds the top URLS that generated http response codes >=400 (suspect traffic)

[IPvanodessizedby log(#requests) }—\*
ASNNodes(multiple ips canmapto
one ASN)

Image created with Haylyn

statusCode count title

200 653,714 "OK"@en

206 170 “Partial Content'@en

302 842 "Found"@en

303 181,964 "See Other"@en

304 26,130 “"Not Modified"@en

400 2 "Bad Request"@en

401 962 "Unauthorized"@en

404 8,128 "Not Found"@en

408 28 "Request Timeout"@en

500 72 "Internal Server Error"@en

501 2 “Not Implemented"@en

503 70 "Service Unavailable"@en

select distinct asn ?asnname ?remotehostip ?ipstart 2ipend 2count where {graph <http://www.maxmind.com> {?asn osno:ip ge 2range;
?asnname . ?range osno ip4Adds ?ipstart; osno: i ?ipend} . filter((?ipstart < ? ip)&&(?ipend > ? i
{select distinct ?remotehostip count(?remotehostip) as ?count where {

2request http:absoluteURI ?absoluteURI; time:inXSDDateTime ?date; ? no: ip ? ip; http:resp ?resp

2response http:statusCodeValue ?statusCode
filter(?statusCode<400) filter(isnumeric(?remotehostip))
} group by ?remotehostip order by desc(?count) limit 40}
}limit 100

This query, generates Fig 1 with ?statusCode<400 and Fig 2 with ?statusCode>=400 for a simple analysis of the aggregate traffic grouped on IP and their
Autonomous System Number (ASN) looked up. Triples could be added for this i ip to avoid ing ASN for the same IPv4.

PipeLogger Availability:
https://github.cc

ipeLogger (open source under BSD License) Acknowledgements
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Future Directions with Apache/VIVO RDF Logging « Dr. Moises Eisenberg, Director of Medical Informatics

Additional data sources
- Additional data elements (VIVO Server CPU utilization, Memory, JVM specs, etc)
Alignment of ontologies with Common Information Model (CIM)




